The signature method for data
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Setting

We are interested in predicting from a data stream, for
example:

e [ime series prediction,
® Online recognition of characters or handwriting,
e Sound recognition,

e Automated medical diagnosis from sensor data...

In all of these cases, the predictor can be seen as a
path X : [a,b] — R%.
Goal:

as vectors of finite dimension.

find a good representation of these processes

History

® 1960s Chen notices in [1] that a path can be
represented by its iterated integrals.

© 1990s The signature is at the center of Lyons' rough
paths theory.

® 2010s Combined with a deep learning algorithms, it
achieves state of the art results for several
applications, see e.g. [2] or [3].

Definition

Let X : [0,1] — R? be a continuous path of bounded variation. We denote by (X!, ..., X9) its coordinates.

Let 1 = (i1,...,4;) C {1,...,d}" be a multi index.

The signature coefficient corresponding to [ is

0<u; <--<up<1
The signature of X is the vector containing all signature coefficients:
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The signature of X truncated at order m is:
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Properties

e Invariance under time reparametrization: Let
Y 1 |0,1] — |0, 1| be a reparametrization. Then, if
Xi = Xyp), S(X) = 5(X).

e Uniqueness: If X has at least one monotonous
coordinate, then S(X) determines X uniquely.

e Signature approximation: Let D be a compact
subset of the space of paths from [0, 1] to R of
bounded variation. Let f : D — R continuous.

Then, for every € > 0, there exists N € N, w & RY

such that, for any X € D,
f(X) = (w, S(X))| < e
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Conclusion

e The signature is a generic method that can be used
for multidimensional sequential data.

e |t encodes, in a fixed number of coefficients,
geometric properties of the input path.

e Data embedding has a huge influence on prediction
performance.
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Mathematical challenges

e Truncation order selection in a regression model:
estimator, rate of convergence and simulation study.

e Theoretical understanding of embedding properties.

e Extension to paths of finite p-variation with p > 2.

e Sparsity in the signature vector.

Figure: Quick, Draw! dataset [4].The task is to classify 340
different objects from 50 million samples.

Embedding results

(c) Time path (d) Lead-lag path
Figure: Different possible data embeddings.
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Figure: Prediction accuracy on the "Quick, Draw!" dataset with
a small linear neural network with one hidden layer and different
path embeddings.
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